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We revisit score function estimators for k-subset sampling and find 
results competitive with popular approaches based on pathwise gradient 
estimation and relaxed sampling, despite weaker assumptions. 
Furthermore, our method produces exact samples, unbiased gradients, 
and introduces no hyperparameters in need of tuning.
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We model a subset using n parameters as 
the following conditional distribution:

To construct our estimator, we need the score function, which 
involves computing the density of a Poisson binomial 
distribution. This can be efficiently done using a DFT:

With this, the score function is easily obtained using automatic 
differentiation.

The vanilla score function estimator suffers from high variance. 
Control variates of different sorts offer a simple remedy. We 
opt for a multi-sample control variate:

Figure 1:  Three prominent approaches to learning by sampling.

Figure 2: Training (top) and validation (bottom) metrics for 
classification (left) and reconstruction (right) on MNIST.

Table: Feature selection results. 

The distribution has a combinatorially large 
support: all subsets.

We evaluate our method in a feature selection setting where a subset of features is sampled, passed through a downstream network, and 
optimized end-to-end. We use k = 30 selections.

Figure 3: Learned 
selections and 
reconstructions 
on the MNIST test 
set. 


